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1 short derivation of policy gradient method

J(πθ) = Eτ∼πθ
[R(τ)]

eq : 1∇θJ(πθ) = ∇θ

∫
τ
p(τ)R(τ) (1)

=

∫
τ
∇θp(τ)R(τ) (2)

=

∫
τ
p(τ)∇θ ln p(τ)R(τ) (3)

= Eτ∼πθ
∇θ ln p(τ)R(τ) (4)

ln p(τ) = ln p0(s0) +

T∑
t=0

[lnP (st+1|st, at) + lnπθ(at|st)] (5)

the first and second term on the RHS is independent of πθ, therefore,

∇θ ln p(τ) =((((((∇θ ln p0(s0) +
T∑
t=0

[((((((((((
∇θ lnP (st+1|st, at) +∇θ lnπθ(at|st)]

therefore, the policy gradient is

∇θJ(πθ) = Eτ∼πθ

∑ T

t=0
[∇θ lnπθ(at|st)R(τ)

]
which can be improved by "causality trick":

∇θJ(πθ) = Eτ∼πθ

∑ T

t=0
[∇θ lnπθ(at|st)rtQ(st, at)

]
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